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UNCERTAINTY OF MEASUREMENT (UoM) APPLIED TO FOOD AN _ALYSIS

SECTION 1 - INTRODUCTION

Background

This approach to providing a UoM assessment follthesrequirements of BS EN ISO/IEC
17025:2005and is based on the EURACHEM/CITAC Guid@uantifying Uncertainty in Analytical
Measuremeritwith reference also to the Guide to the Expressiddncertainty in Measurement,
(GUM)®. Uncertainty of measurement can be defined asatampeter associated with the result of a
measurement, that characterises the dispersidreofadiues that could reasonably be attributedeo th
measurand.

The food analysis example of the assessment of Jeddribed here is based on several years
Quality Control (QC) data from the AOAC method foeasuring Total Dietary Fibre (TDFn

various food materials. Data and calculations &® given from other analytical methods to cover
the options provided for in the approach adoptdxd Jteps described below are based on in-house
provision for uncertainty assessment for chemiatrgytical methods at Campden BRI that are
UKAS accredited, ensuring a valid, systematic amifbun approach to the assessment. This is one
of a number of approaches that could be adoptedt was judged by Campden BRI to be the most
appropriate for chemistry analytical methods.

The essential steps for a valid UoM

Listed below are the obligatory steps that proadelid UoM. To be in accord with the guidance in
the EURACHEM/CITAC Guidéand the requirements of BS EN ISO/IEC 17025:260%f the

steps noted below MUST be addressed in a docuroeaudlit purposes. In some cases the step may
not be applicable, but the reasons for the step@iog applied must be noted in the documentation
for audit purposes. The documentation has two itapbofunctions. Firstly, it notes how the
uncertainty in measurement results should be regaa a client. Secondly, the whole document
provides an auditor with a complete record of theautainty assessment.

What follows is, firstly, a description and expléina for the steps in the process of uncertainty of
measurement assessment with generalised examglked da the Campden BRI UoM in-house
designed worksheet. A series of boxes are thengedvo show the specific UoM results and
requirements for the AOAC Total Dietary Fibre (TCdfalysis method. Appendices | and Il give the
format for documenting the uncertainty assessnwrdaudit purposes and a listing of the statistical
equations used in the calculations to provide #sdfor an uncertainty of measurement value. The
explanations for the calculations given in Sec8dmave been cross referenced to the equations in
Appendix 1.

Below is a list of the steps that need to be adeieksSection 2 explains how each of these steps hav
been addressed in the Campden BRI approach toatwvejuJoM:

1 Measurand specification

1.1 Scope

1.2 Method

1.3 Equation

2 Identification of uncertainty sources
3 Quantification of uncertainty

3.1  Simplification by grouping sources covered by ergtdata
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3.2 Quantification of grouped components

3.3  Quantification of remaining components

3.4  Conversion of components to standard deviations
4 Calculation of the combined uncertainty

4.1  Calculation of the combined standard uncertainty
4.2  Calculation of the expanded uncertainty

5 Recording and reporting uncertainty

6 Review

6.1 Date of this assessment

6.2 Date for review of estimation

7 File storage

SECTION 2 - EXPLANATION OF THE STEPS IN THE CAMPDEN BRI APPROACH TO
UNCERTAINTY OF MEASUREMENT FOR CHEMISTRY ANALYTICAL METHODS

Step 1 - Specification of the measurand
The measurand must be specified. This requires:

1.1 An accurate description of what measurement thd Gpplies to. The types of samples
should be noted with the range of values that tbkl@pplies to. If applicable, any sources
of uncertainty, recognised, but not included inaesessment, should be noted with an
explanation as to why they have been excludedopésc

1.2 There must be a detailed account of the methtitgreieferenced or recorded in full in the
assessment. It may be found useful, in helpingetmd the sources of uncertainty, to record
the main steps in the method here. This is notevew obligatory - (method).

1.3 Anequation to describe how the analytical qugrigitderived - (equation).

Box 1in Section 4 contains the required informationdtap 1 of the UoM assessment for the total
dietary fibre example.

Step 2 - Identification of the sources of uncertaity

This requires a description of the sources of uagdy in the method. A cause and effect
(fishbone' or Ishikawa) diagram is generally recoended for identifying the sources (see
reference 2, p100). In the approach describedsréport, however, a flow diagram has been used
as the primary basis for assessing sources of tanugrwith the ‘cause and effect' diagram attached
to the particular analytical method step. Sequetgtiaulation of the elements of the diagram can be
used, if the flow diagram becomes too complicaldus approach has been taken because
chemistry methods are nearly always sequentialit@advay of expressing the sources of
uncertainty leads to less likelihood of missingtparf the method, compared with the fishbone
approachFigure 1 gives a generalised picture of the way in whiahdlagram is constructed.
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Figure 1 Generalised flow diagram for identifying ®urces of uncertainty
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Uncertainty in the finaResult' arises from uncertainty in flow diagram stages ACBD and E. A
is itself uncertain because of Aa and Ab; B is utate because of Ba, B. Uncertainty factors Aa etc.

can themselves have contributory uncertainty coraptan(e.g. Aai, Aaii,...) and in principle this
could go on forever.

The numbers in the top level boxes €lgd"are references to the numbered sections in the

description of the analytical method (e.g. Stand@pérating Procedure). This referencing makes it
easy to trace back uncertainty sources to spemiitts in the method.

The recursion is stopped when it is considered that

a) components being added make negligible contributmmpared to those already added (say
less than one-tenth of the largest), or

b) the ‘compound’ uncertainty can be estimated mosdyethan the components. For example,
if the uncertainty in ‘A’ can be estimated moreilgahan that in Aa then Aai and Aaii do
not need to be considered; Aa and Ab should silidied to ensure and show that any
substantial contributors to the uncertainty in Aidaot been omitted. It is thus essential, to
be in accord with BS EN ISO/IEC 17025:2005, that¢his a complete list of uncertainties
even if the compounding of the sources of uncegasmadopted, using QC data (see 3.1
within step 3). When identifying sources of uncetiafor chemistry analytical methods, the
experience at Campden BRI has been that the #ael bf uncertainty (e.g. Aai, Aaii) is
seldom required.
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The Eurachem guiddists (noted below) the following typical souragsuncertainty which
can be used for the cause and effect parts ofitlygain, associated with the flow diagram
stages.

e Sampling

e Storage conditions

* Instrument effects

* Reagent purity

* Assumed stoichiometry
* Measurement conditions
» Sample effects

» Computation effects

* Blank correction

* Operator effects

* Random effects

Such a check list is useful when reviewing or cdmgia list of uncertainty sources, to ensure that
none have been missed.

Records should clearly identify what is meant by sburce (e.g. “water loss by evaporation during
weighing”) and - if it is not obvious - some quative indication of its effect on the result (e.g.
“increase in measured fat content due to reducedrweantent”).

Where analytical methods are similar the relevaeuainty sources may also be similar. In that
case individual method assessments may documeettamty sources by reference to a common
list. However, during the uncertainty assessmemiach method it is still essential to review the
uncertainty sources to ensure that the commorslegbpropriate and complete, and to record that
review for audit purposes.

Box 2in Section 4 shows the sources of uncertaintyresged as flow diagram stages with
associated cause and effect diagrams, for the AD&t&l Dietary Fibre (TDF) method.
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Step 3 - Quantification of uncertainty

3.1 Simplification by grouping uncertainty sourcescovered by existing data

The aim of the process described below is to etaliliee random and systematic effects on
measurement results, by obtaining estimates ofgpoecand bias for the whole analysis, rather than
attempting to evaluate individual uncertainty comgats. There may be relevant internal or external
guality control or validation data already avaiabdr established methods. This may include, for
example, data from replicate analysis of sampleslyais of reference materials, participation in
proficiency trials or ring trials. Information om@mmon ‘unit operations’ (e.g. weighings, or making
up of standard solutions) may be available fromd@@, or from other uncertainty evaluations .

a) To the extent that such data sets include reprasenineither exaggerated nor minimised)
variation due to identified uncertainty sourcegytmay be used to assess the (grouped)
uncertainty due to those sources. The aim of tloer@inty evaluation is, as far as possible, to
reflect the likely uncertainty in results obtaingden the method is being operated correctly and
is under statistical control. Failure to follow threethod as specified should not be included.
Such events should be prevented or detected by paines of the quality system.

Such data, however, may exclugsteane uncertainty sources. For example:

« Sample replication may be accomplished by divisibthe first suspension/solution of the
sample, thus excluding variation due to samplinthefanalytical unit and preparation of that
first suspension/solution.

« Sample replicates may be analysed as part of the batch by the same operator on the same
day, thus excluding variation due to operator, aag factors such as batches of chemicals,
calibrations etc.

* Reference materials or materials from proficieresting schemes may have a matrix that is
different from the food samples being analyseds #xcluding variation and bias due to the
effects of the sample matrix and/or sub-sampling.

e Itis possible to provide an uncertainty estimai \wrecision data only (repeat analyses of
samples) but ideally, bias data (from analysis mfarence standard with a 'true' value) should
be included. Information on bias should be providéidis available. If bias has not been
assessed then this must be clearly stated in tertamty report.

It is most important to recognise, and to docunagrytcomponents of uncertainty that are not
covered by the existing data. Uncertainty sourcesse effects are not appropriately included in the
data must be evaluated separately (see 3.3 oBstapexcluded from the uncertainty estimation
(any such exclusion must be made clear in any teiogy statement).

Over time it may be possible to obtain data for emyponents not initially accounted for through
the analysis of additional quality control samples.
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b) For methods under development, or other methodsenthere is inadequate existing data, it

3.2

3.3

3.4

may be appropriate to plan experiments to produttatde data. In that case, the considerations
in (@) above should be taken into account.

Box 3in Section 4 describes the QC data provided to queattitef grouped sources of
uncertainty for the total dietary fibore method.

Quantification of grouped components

At Campden BRI a calculation sheet is provided iithe in-house EXCEL workbook, and
in Figures 2 to 5the various elements of the calculation sheetegeduced and described.
Boxes 1 to Ssummarise the UoM procedure for the AOAC Total &igt-ibre analysis
method.

Quantification of remaining components
If uncertainty components are identified which ao¢ adequately covered by the available
data obtained in 3.1 of step 3 an attempt shoulthdee to evaluate them separately (see
reference 2, Section 7.10). Any components notraalvby available data, or evaluated
separately must be clearly mentioned in the doctaien of the uncertainty estimation.

Conversion of components to standard deviations

Calculations are provided within the worksheetitedhe required standard deviations (The
text in Section 3 has been cross-referenced wiletjuations noted in Appendix Il).

Step 4 - Calculation of the combined uncertainty

4.1

Again, the calculations required to achieve thep stre contained within the in-house
worksheet. If the appropriate data have been peavideeBox 3in Section 4) then the
worksheet will generate two plots, one for precisimd one for bias (séggures 3 and 4).
From the shape of the distribution of the datéhase plots, a decision is made as to whether
the uncertainty should be expressed Relative or Absolute value (sed-igures 3and4 and
Box 4).

Calculation of the combined standard uncertaint

The worksheet then provides the combined unceytanfitained from the precision and bias
data. This will either be @ombined Relative Uncertaintyor aCombined Absolute
Uncertainty, depending on the decision made with respecteal#ita patterns in the

precision and bias plots. In addition, a calculaismmade, based on a threshold, that delivers
a comment as to whether the bias and its unceytaretnegligible compared to the estimate
of precision. The various options used by CampdehnfBr the'non-negligible’ or

'negligible’ bias conditions are described and explaindéiganres 5(a)and5(b), andBox 5
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4.2

Calculation of the expanded uncertainty

This calculation is the last step in defining timeertainty value that will be applied to
measurement results. (deigures 5(a)and5(b)). It provides an uncertainty value which will
be valid for the stated confidence level (typicalgonfidence level of 95% is used).

Step 5 - Recording and reporting uncertainty

To satisfy an auditor it is not enough just to relcihe result of the uncertainty calculation.
All the essential steps for a valid Uadidscribed above must be documented as noted in
Appendix |, for the benefit of an auditor. The waywhich the uncertainty value is reported,
say to a client, takes a specific form, and the@ggh used by Campden BRI is also given in
Appendix I.

Step 6 - Review

6.1

6.2

To meet accreditation requirements, laboratoriesiishnave procedures in place for
documenting and reviewing uncertainty estimatesfanthe storage and retrieval of data.

Date of this assessment

The date of the assessment should be recordedhamdutne of the person doing the
assessment.

Date for the review of this estimation

A date for review of the uncertainty for the mettstauld be noted in the documentation.
Campden BRI has specified a period of three years the last assessment. If the method
is changed in a way that could affect uncertaithitgn the measurement uncertainty should
be reviewed before the set period.

Step 7- File storage location

The calculation and associated worksheets (raw dataices of uncertainty, etc), and the
documented assessment must be archived permanadtipe location must be stated in the
documentation.
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SECTION 3 - EXPLANATION OF THE OPERATIONS IN THE C ALCULATION
WORKSHEET.

Brief explanations are given below for each of¢hkulations in the in-house worksheet required to
calculate uncertainty. The calculations worksleet been constructed to generate, immediately,
appropriate results, including the precision ara$lplots, when the data are entered into the
appropriate fields in the worksheet (&mx 3in Section 4 for an example of the data entry
worksheet).

Figures 2(a) and 2(b)show typical outputs from the worksheet. The tethat appear in the
worksheet are described below.

Figure 2(a) Terms used in the calculation of uncedinty of measurement (relative
uncertainty) - data from LCMS tricothecene analyses

Precision s.d.(Absolute)
Precision (Relative)
Degrees of Freedom
Bias (Absolute)

s.e. Bias (Absolute)
Bias (Relative)

s.e. Bias (Relative)
Degrees of Freedom

Combined Relative Uncertainty
Standard Uncertainty
Confidence
Degrees of Freedom
Coverage Factor (k)
Expanded Uncertainty

CONSULT YOUR LINE MANAGER!
Include bias in uncertainty calculation

9 distinct samples 127 results Calculate Relative uncertainties

Figure 2(b) Terms used in the calculation of uncedinty of measurement (absolute
uncertainty) - data from Weibull-Stoldt fat analyses

Precision s.d.(Absolute)
Precision (Relative)
Degrees of Freedom

Combined Absolute Uncertainty

Standard Uncertainty
Confidence

Bias (Absolute)

s.e. Bias (Absolute)
Bias (Relative)

s.e. Bias (Relative)
Degrees of Freedom

Degrees of Freedom Absolute Bias
Coverage Factor (k) Expanded Uncertainty

Expanded Uncertainty

CONSULT YOUR LINE MANAGER!
Ignore bias in uncertainty calculation

27 distinct samples 72 results Calculate Absolute uncertainties

Explanation of terms used in the calculation of unertainty of measurement

The equations given in Appendix |1 have been cross-referenced in brackets after the section titles
below.

Precision (1.0)

Precision data are generated from multiple analgsasnumber of samples. Samples from
customers, QC materials, or reference materialdbearsed to provide precision data. Ideally
samples, representative of the range of samplésedigby the method scope, should have been
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analysed. Precision is essentially a measure ofdlosely results from the replicate analyses of a
particular sample are grouped. A high degree dfipi@n does not necessarily mean a high degree of
accuracy, as results may be precise but biasedprBEuesion value presented in the worksheet is a
‘pooled’ value based on a combination of the prenigstimates for individual samples. The

Relative Precisionvalue is often multiplied by 100 to express ag@@ntage. ThRelative

Precisionis not in the same units as Results. It must biéiplied by a Result (or the average result
for a sample) to give precision in the same ursta &esult.

Precision s.d. (relative/absolute) (1.3/1.2)

The in-house worksheet presents the uncertaintyaloeeasurement precision in, two forms:
Precision s.d. (AbsoluteandPrecision (Relative). Based on the distribution of the data in the
precision and bias plots (sEgyures 3and4 andBox 4) the analyst selects whether a relative or an
absolute uncertainty is most appropriate. Basettisrselection, the appropriate values become
emboldened in the worksheet to indicate which \v@hre being used in the calculations.

If the precision is approximately proportional ke tanalyte level (i.e. the magnitudes of deviations
of results from sample means are approximatelygtagmal to the sample means) then the
‘Precision (Relative) is used. This will result in @&ombined Relative Uncertainty (seeFigure

2(a))

If the precision is approximately constant, regasdlof the analyte concentration (i.e. if the
magnitudes of deviations of results from samplemaeae about the same for different sample
means), then thdrecision s.d. (Absolute)s the most appropriate option, givingCammbined
Absolute Uncertainty' (seeFigures 2(b) and 3.

The Relative/Absolute choice cell
The formatting and commands within the worksheeaeveenstructed to produce several responses.

a) When the decision has been made to descritmathalistribution ag\bsolute’ or 'Relative’
then the cell seen in the worksheet extract Fsgere 2(a)and2(b)) can be 'toggled' for
either of these conditions.

b) If '"Absolute’ is chosen then the title at the top of the columihread'Combined Absolute
Uncertainty' (seeFigure 2(b)).

C) If 'Relative’ is chosen then the title at the top of the columihread'Combined Relative
Uncertainty' (seeFigure 2(a)).

d) To further clarify which statistical data arargeused, the appropriate statistical values are
emboldened (sdéigures 2 (a)and2 (b)), since both sets of statistics are provided.
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Figure 3 The precision plot - absolute uncertainty - analysis o$tarch data
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The precision and bias plots produced by the warkshre used by the analyst to determine which
form of uncertainty - absolute or relative - is magpropriate. An absolute uncertainty is a single
fixed figure, used where the data pattern indictitesthe variation in results is similar across th
range of analyte concentrations. In the starchyarsaéxample shown in Figure 3, however, the data
range could have been split into two, from 0 -Smwing arelative uncertainty pattern (solid plot
lines) and from 30 - 80, showing ahsolute uncertainty pattern (dotted plot lines). The decision
was made, however, to use an absolute uncertaintizé whole range. This leads to a less
ambiguous UoM at the expense of an exaggeratitimeafincertainty for the smaller values. Bex

4 in Section 4 for an illustration of data leadinglie use of relative uncertainty.

Figure 4 The bias plot -absolute uncertainty - analysis of starch data

The bias plot in Figure 4 shows data obtained ftoerepeated analyses of two reference standards
for starch. The plot indicates that an absoluteettamty is the most appropriate form in this case.
The bias plot also shows that it would be appraogria increase the number of reference standard
values over the range of results.
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Degrees of freedom (Precision) (1.1)
Degrees of freedom for the estimate of the pregistandard deviation are related to the number of
results and samples used to calculate the pantistdistic.

Bias (Relative/Absolute) (2.4/2.2)

Bias is estimated by comparing measurement resithsa ‘true value’. The data will be derived
from analysis of Certified Reference Materials (C&§Mn-house prepared reference materials, or
'spiked’ samples.

‘Bias (Absolute)’is calculated as the average of (result minug"tualue). If the bias plot indicates
that the magnitudes of the errors of results froen"true" values are about the same for different
“true” values, then the absolute option shoulddmpted (se€&igures 2(b) and 4.

‘Bias (Relative) is estimated as the average of [(result minuse'tivalue)/"true” value]. This is not
in the same units as the measurement results.sit beumultiplied by a result (or a "true” value) to
give bias in the same units as a measurement.ré&sustis the appropriate measure of bias if the
magnitudes of error between results and "true"esare approximately proportional to sample
means (see Box 4 in Section 4). This statistic mallemployed when tHRelative' option is used
(seeFigure 2(a)).

s.e. Bias (Relative/Absolute) (2.5/2.3)

The standard error on the estimate of the biasayed as boths'e. Bias (Absoluté)and ‘s.e.
Bias (Relative). One of these values will appear emboldened éwibrksheet, depending on the
option adopted in the cell that can be 'toggledttie two conditions (absolute/relative). (See fiegu
2(a)and 2(b))

Degrees of Freedom (Bias) (2.1)
The degrees of freedom associated with the estiofdims are related to the number of results used
for the generation of the particular statistic.

Distinct samples results

Samples are recognised as distinct when they hiffeeethit sample names. The number of results is
a summation of replicate analyses of samples (tmate precision) and the number of analytical
results with their 'true’ values (to estimate hias)

Combined absolute/ relative uncertainty
(Combined uncertainty)

When the in-house worksheet contains no data,gheal data column is title@€ombined
Uncertainty'. When data are entered dAtdsolute’ or 'Relative’ uncertainty is selected, then the
column becomes title€ombined Absolute Uncertainty' or'Combined Relative Uncertainty'.

In the starch examplé&igures 3and4) ‘Absolute Uncertainty’ has been selected based on the

precision and bias plots. The range could have bpkino provide two uncertainty values, but the
decision was made to provide only one UoM valugtierwhole range.
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In the TDF example section (sBex 4) the Relative Uncertainty’ has been selecteldased on the
precision and bias plots. The worksheet therefosplalys the'Combined Relative Uncertainty’
(see Box 5).

Standard combined uncertainty (3.1) (3.5)

The value calculated for th&tandard Uncertainty’ (3.1), will depend on whether the uncertainty
associated with the bias has been included intcertainty calculation. This decision is made
based on whether the bias and its uncertaintyrisidered negligibl€3.5) compared to the estimate
of precision (segynore/include bias choicedelow). The standard uncertainty will be expressed
an absolute or a relative value (3.1) dependintheroption adopted in the cell that can be 'todgled
for the two conditions (absolute/relative).

Confidence

The confidence level influences the coverage fagtowhich is used to calculate the expanded
uncertainty. The confidence level may be reducddaeased but for most applications the
confidence level is 95%, as in the examples shaowthis report.

Degrees of freedom (Combined Uncertainty) (3.2)

The degrees of freedom associated with the comhinedrtainty relate to the degrees of freedom
for the precision, and the bias (if included) esties. The value for degrees of freedom for the
combined uncertainty is dependent upon whethealbtiselute or the relative condition has been
selected.

Coverage factor (k) (3.3)

The coverage factor used to calculate the expandegrtainty is obtained from the Studént
distribution and depends on the confidence leveteh and the degrees of freedom. For a
confidence level of 95% the coverage fackois typically in the range 1.96 to 3.

Expanded uncertainty (3.4)

The combined standard uncertainty is multipliedh®/coverage factor to obtain an expanded
uncertainty. This is a quantity defining an intérabout the result of a measurement that may be
expected to encompass a large fraction of theillligton of values that could reasonably be
attributed to the measurand. The expanded uncsriaireported for a specified confidence level
and is obtained by multiplying the combined undatia(absolute or relative) by the coverage factor.

Ignore/include bias choices (3.5, 3.7)

A threshold has been set so that if the estimatesldnd its uncertainty exceed 1/5th of the prenisi
s.d, then the bias is defined'BOT negligible’ (see Figures 5(apand5 (b)). This can be regarded
as a stringent threshold, and a threshold df W8uld be acceptable. A cell is also provided which
gives the analyst the choice lgriore' the bias orhclude’ the uncertainty associated with the bias
(seeFigures 5(a)and5 (b)).

If the Include’ option is chosen, the bias uncertainty (i.ebgas) is included in the combined
uncertainty and the right-hand extended box remalensk (sed-igure 5 (a)). If this option is
chosen, when reporting the result for a test sampdeits uncertainty, the result must be corrected
for the non-negligible bias.
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If the'Ignore’ option is adopted the bias uncertainty is not idetliin the combined uncertainty
estimate. Instead, the values for the bias anéxtpanded uncertainty are shown opposite the cell
titles noted (se€igure 5(b) and equatior§3.7)). These values must be entered in the assessment
document with thé&Expanded Uncertainty' in the column to the left ikigures 5(a)and5(b).
'‘Absolute Bias' or 'Relative Bias' and'Expanded uncertainty' labels are provided on the extended
box in the worksheet extract (segure 5 (b)) The labelsAbsolute bias' or'Relative bias' appear,
according to the choice based on the precisiorbaagiplots.

If the threshold is not exceeded then the cellrnstiBias is negligible’. When the fgnore’ bias
option is selected, it is not included in the utmety estimate. If thdriclude' option is used, then
the negligible bias is included in the final uneanty value. It is, however, quite in order

to neglect a negligible bias completely.

Figure 5 (a) Uncertainty calculations for fat analgis by Weibull-Stoldt to illustrate non-
negligible bias and the option to include the bias

Precision s.d.(Absolute) 0.1272] Combined Absolute Uncertainty

Precision (Relative) 0.0606/Standard Uncertainty 0.1314

Degrees of Freedom 45|Confidence 95%

Bias (Absolute) 0.167|Degrees of Freedom 50.5777

s.e. Bias (Absolute) 0.0325|Coverage Factor (k) 2.0085

Bias (Relative) 0.0153|Expanded Uncertainty 0.2639

s.e. Bias (Relative) 0.0029|  Bias is NOT negligiblel CONSULT YOUR LINE MANAGER!
Degrees of Freedom 19 Include bias in uncertainty calculation

27 distinct samples 72 results Calculate Absolute  uncertainties

When the bias uncertainty is calculatednas negligible’, advice is given t&Consult your line
manager'. The analyst, in consultation with their manadges the option tdnclude’ or ‘Ignore’

the bias. In the example shown in Figure 5(a) the bncertainty has been included with the
combined absolute uncertainty (standard uncertgiahd thus the extended cells to the right remain
unfilled. If the option is chosen tmclude' the bias then, when reporting the result forsa sample
and its uncertainty, the result must be correabedhfe non-negligible bias by subtraction of thasbi
figure from the resuit This is the procedure for allowing for bias ie ttase of ‘absolute

uncertainty’. When the ‘relative uncertainty’ cotioln is used, then a different rule applies

#1n the case of ‘absolute uncertainty’: When thasBign is +ve the value is subtracted from theltre$ the value is -ve
then the value is subtracted from the result.

® In the case of ‘relative uncertainty’: The resulist be divided by 1 + Bias, if the Bias (Relatitia}s a positive sign,
1-Bias, if the Bias (Relative) has a negative sign
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Figure 5 (b) Uncertainty calculations for fat analysis by Weibull-Stoldt to illustrate non-
negligible bias and the option to ignore the bias

Precision s.d.(Absolute) 0.1272| Combined Absolute Uncertainty

Precision (Relative) 0.0606(Standard Uncertainty 0.1272

Degrees of Freedom 45|Confidence 95%

Bias (Absolute) 0.167|Degrees of Freedom 45| Absolute Bias 0.167
s.e. Bias (Absolute) 0.0325|Coverage Factor (k) 2.0141] Expanded Uncertainty 0.0682
Bias (Relative) 0.0153|Expanded Uncertainty 0.2563

s.e. Bias (Relative) 0.0029| Bias is NOT negligiblel CONSULT YOUR LINE MANAGER!

Degrees of Freedom 19 Ignore bias in uncertainty calculation

27 distinct samples 72 results Calculate  Absolute Uncertainties

Advice may be given to ignore the bias for pradtieasons. It is important, however, to document
the reason(s) for this decision. If the optiondgmore' bias in the uncertainty calculation' is selected
in the cell that can be 'toggled' for either coindit then theAbsolute Bias' and'Expanded
Uncertainty' labels appear in the extended cells on the ragid,values are calculated (i.e. the bias
and the associated expanded uncertainty for tledsimate are recorded separately from the
combined uncertainty). The 'Absolute Bias' anddigpanded Uncertainty' must be documented in
addition to the 'Expanded Uncertainty' in the careolumn (which is only based on precision data).
When results are reported to customers the biashenelxpanded uncertainty for the bias must be
given.

If the 'Ignore’ and 'Include’ options are used wienUncertainty is Relative, then all references t
'‘Absolute’ are replaced with 'Relative’, and ddfdrvalues are returned to some of the cells.
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SECTION 4 - A SPECIFIC UoM FOOD ANALYSIS EXAMPLE - THE ANALYSIS OF
TOTAL DIETARY FIBRE BY THE AOAC METHOD

The following series of boxes show the specifioinfation and data that is required for the
AOAC Total Dietary Fibre assessment of Uncertainty.

Box 1 Specification of the measurand

1.1  Scope
The AOAC procedure for analysing Total Dietary Eilff DF) (TES-AC-20§)
The results apply to the sub-samples taken fronsdingple supplied by the
client. The method is applicable to general fooifistu

1.2 Method
Two sub-samples (dried if necessary, defattedntaiaing over 10% fat, and

de-sugared if containing over 50% sugar) are ensgaily digested to remove
protein and starch. After precipitation of solubletary fibre, the total residue
is dried and weighed. One sub-sample is analyseprbtein and the other for
ash. Total Dietary Fibre (TDF) is calculated asweight of residue minus the
weight of protein plus ash in the residue.

1.3 Equation
TDF (%) = (Rmw -Pw- Aw - B)
Sw(mean)

x 100

Where:

Rmw = Mean weight in mg of two dried subsampledass

Pw = Weight in mg of protein

Aw = Weight in mg of Ash

B = Residue, Protein, and Ash weights for blank@a calculated as Blank
fibre value, mg B = Rmwb — Pwb — Awb

Sw = mean weight of two sub-samples

This is a unique Campden BRI code for this methfoahalysis, and a similar unique name should blded in the
scope or the full method should be included indbeumentation.

In Box 2 below, two additional methods (protein and asHyeis) are included in the analysis of
total dietary fibre. These require a separate ags&st of sources of uncertainty and those sources
have been noted in the last stageBaf 2
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Box 2 Sources of Uncertainty for the analysis of TDF

Drying may or may not be required

6. Storage of 6. Mix and homogenise .| 6.2 Dry ovendish 6.3 Cool and 6.4 Weigh sub-
Customer bulk two sub-samples " \ Weigh dish samples
\ \ v \ \
a) Temperature control a) Homogeneity a) Balance precision a) Dessicant notdry a) Balance precision
b) Moisture loss b)Balance calibration error  pypgajance precision b)Balance calibration error

c) Balance calibration error

De-fatting and or de-sugaring may or may not beired Steam bath only required when sample is very wef
7.3De-sugaring 7.1-7.3De- 6.7 Weigh dried 6.6 Oven dry sub-samples 6.5 Steam bath
ofsub-samples [ fatting of sub- [ sub-samples and cool D partial drying Nl

\ samples \ \ \
N : , .

a) Balance\precision a) Loss of solid a) Balance precision a) Oven temperature a) Loss of sample
b) Balance calibration error b) Balance calibration error b) Drying time from bubbling

c) Loss of solid c) Efficiency of desiccator

7.4 -7.18Addition pf | 7.1:I:Prec.ipitation of 7 14 - 7.15Filtration of 7.17-7.18Dry and
starch and protein proteins with IMS from > the residues I weigh the residues
enzymes to sub-sampleg subsamples

LY R \ N\

¢ \ \ a) Oven temperature b) Drying time

a) Too little incubation a) Incomplete a) loss of residue c) Efficiency of desiccator

b) Enzyme strength and amount precipitation b) Risk of contamination d) Balance precision

e) Balance calibration error

7.20 (TES-AC-087 - protein analysis) < Sub-sampld (g
A
C Result % TDF) See UoM documentation for TES-AC-087
y
7.19 (TES-AC-086 - Determination of Total Ash) |«

A

Sub-sample

N

See UoM documentation for TES-AC-086
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Box 3 QC data for Total Dietary Fibre (TDF) analysis enabling the gouping of sources of
uncertainty from Box 2

Reference Analysis | 'True value'

A 3.82 3.83 = .

A e e or egch batch of anglyses perforr_ned an appropeétesnce

A 337 283 material (seg below) is analysgd with the samplbga:dlata se]

A '36 3'83 used_ to estimate the uncertainty for TDF deterr_mnatwas

A : 3‘7 3' - obtained from the anaIyS|s_of refer(-':‘nce materlader ct\{vo
: : years. A small sub-set of typical data is provided opposite.

A 3.63 3.83

A 3.46 3.83

Sample Analysis True

code value'

D2 13.4 In addition client samples have been analysed in

D2 13.9 duplicate for QC purposes. Examples of this data are

D3 26 shown opposite.

D3 26 The QC data provided is considered to cover all

D4 2.2 sources of uncertainty. If any source of uncertainty

D4 2 was not accounted for, then it should be evaluated

D5 4.49 separately or its absence must be made clear in the

D5 4.65 documentation (see Appendix I).

D6 2.47

D6 2.23

To assess bias, reference materials with ‘true’ valueseqrered. When using reference material data, the

'true’ values should be reasonably evenly spread overntpe of values expected for tests samples, with
replicate results for each of the ‘true’ values.

In order to provide appropriate data for the uncertaihtgeasurement calculation it is recommended that
some test samples are stored, under appropriate corsdidind that with each analytical batch one or two
these samples are re-analysed, giving replicate analysesime, thus enhancing the precision data.

Three analysts produced the data for the determinatifiiore using the AOAC method. If only one analys
had worked on the method, then this must be stated in the asp@mdource of variation not accounted for.
The method includes alternative treatments accordingtbtigpes, e.g. de-fatting, de-sugaring, steam ba
drying. All of these treatments have been applied to the veidge of samples in the data set. If any had
been used, it would be important to note this in the docunn@mtat

The data cells shown above are provided in the in-housercescalculation sheet. A raw data sheet is
provided in the workbook before the calculation sheet, shmeelata may well have to be re-ordered or
sample names re-coded, and these operations are bexsd cantrin a simple worksheet rather than the
calculation sheet. It is also important to identify the sewf the data unequivocally for audit purposes, af
this is best done in the raw data sheet.

In order to estimate bias and its standard error at leasaon@esmust have a "true” value.

The choice of a true value for a sample should be clear. xaorpe, the assigned value of a proficiency
test sample. If not, it is likely that the sample is not swtédnl bias estimation. QC data should encompas
the provision of suitable data for bias and precisiaretainty estimation, although it is possible to obtain
an Uncertainty of Measurement with Precision data along,daita must be provided whenever possible.
it is absent this must be made clear in the report.

of

th
ot

nd
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Details of the types of materials used to generate thetdafor the evaluation of uncertainty for total

dietary fibre analysis
Four reference standards were used over the two yeatatthevas acquired. Each standard was used unt
the stock became exhausted. A new reference material waadeired.

1. An in-house prepared oat grain reference standardtéthdard material is repeatedly analysed and a
range of values established for the material). The mediae isaccepted as the 'true’ value. The
'true’ value was established as 9.55% Total Dietary Fibr&),TD

2. An in-house prepared cereal standard, prepared asindteThe ‘true’ value was established as
9.92% TDF.
3. A FAPAS extruded cereal product. The 'true’ value ibksiti@d from a number of laboratory test

results. Again the median of the range is used. The 'true'walsi&.14 % TDF
4, A FAPAS wheat flour, the data provided as in 3. above. it ‘talue was 3.83 % TDF.

The in-house materials provide a check that the bias habaoged significantly since the materials were
characterised. The FAPAS materials, however, provide apéamdient bias check as they have

independently assigned values. Results from the refestacdards are used to evaluate both precision and
bias and the duplicate customer samples give additioeeilspyn data.

The duplicate analyses were derived from customer sampiessting of a wide range of food materials
including:

- Cakes

- Confectionary

- Biscuits

- Cereal products
- Desserts

- Meat products

- Canned goods
- Fish

-Cheese
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Box 4 Precision and Bias plots in the calculations worksheet fohe AOAC TDF example method -
Relative Uncertainty

The precision data is derived from analysing in duplicageaustomer sample in ten, or one per batch if
less than ten, as well as duplicate analyses of the in-h@umkaed with each batch of client samples. The
precision and bias plots determine which form of uncestgdabsolute or relative) is most appropriate. If th
distribution of the data giveke form of a ‘trumpet’, indicating that the precision grapimately
proportional to analyte concentration, then a relativaetainty will be most appropriate (i.e. the value of
the uncertainty will increase as the value of the arwallytesult increases). In the case of the TDF data, b
the precision and the bias plots (see bgkivow the ‘trumpet’ distribution, indicated by dotted linEise
plotsindicate that it is appropriate to express the uncertasty relative value (note that relative
uncertainties are often expressed as a percentage).

Precision T

Deviations

The bias data is derived from repeated analysis, over dime;house prepared reference materials and
FAPAS reference material using the AOAC total dietdyefianalyses. The ‘true’ values for the reference
standards entered into the worksheet (see data entBex ig) are used to calculate the bias.

Errors
[}
:b : K
< e
m —
m —
:00
=
Tt

-2 - True values

e

oth
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Box 5 Relative uncertainty with negligible bias, using the dat from AOAC TDF method

Precision s.d.(Absolute) 0.4423 Combined Relative Uncertainty

Precision (Relative) 0.0764|Standard Uncertainty 0.0764

Degrees of Freedom 159|Confidence 95%

Bias (Absolute) 0.0526/Degrees of Freedom 159

s.e. Bias (Absolute) 0.0444ICoverage Factor (k) 1.9749

Bias (Relative) -0.0019[Expanded Uncertainty 0.1508

s.e. Bias (Relative) 0.0059 Bias is negligible

Degrees of Freedom 143 Ignore bias in uncertainty calculation
31 distinct samples 190 results Calculate Relative uncertainties

In this example, the threshold (1/5th) for bias and itetdamty compared with the precision s.d, has not
been exceeded so the bias is identified in the worksheetglgyible’. The decision has been made to use a
relative uncertainty, based on the precision and bids (dee Box 4). The 'Include’ or 'Ignore' toggled cell is
primarily applicable to non-negligible bias. The 'In@itynore’ options do, however, work for a negligible
bias and the figures will change accordingly. The sépdnas figures are not, however, calculated or
displayed in the right-hand box as they would be with negiigible bias.

The final value for the expanded uncertainty, aftertiplidation by the coverage factor, to give a confidence
level of approximately 95% is 0.151. The expanded unceyta@rpressed as a percentage, is 15.1%.

The expanded uncertainty for the result for a particalanpde, expressed as an absolute value is calculated as
follows (note that the Total Dietary Fibre results are esped as %(w/w)):

Sample D, result = 11.61 %w/w fibre
Expanded uncertainty = 11.61 x 0.151 = 1.753 %w/w
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APPENDIX | DOCUMENTING THE UNCERTAINTY ASSESSMENT
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UNCERTAINTY OF MEASUREMENT FOR TES-AC-203, TOTAL AND INSOL UBLE
DIETARY FIBRE (AOAC PROCEDURE)

Date of report : 03-11-09
Prepared by : A.N. Other

N.B. Explanations, which are not part of the report have outlind boxes

1. Measurand specification

1.1 Scope
The AOAC procedure for analysing Total Dietary Fibre (TDMFe Tesults apply to the sub-samples

taken from the sample supplied by the client. The methqgopiscable to general foodstuffs.

1.2 Method

Two sub-samples (dried if necessary, defatted if congiover 10% fat, and de-sugared if
containing over 50% sugar) are enzymatically digestedtove protein and starch. After
precipitation of soluble dietary fibre, the total residudrisd and weighed. One sub-sample is
analysed for protein and the other for ash. Total DietameREDF) is calculated as the weight of
residue minus the weight of protein plus ash in the residue.

1.3 Equation

(Rmw -Pw- Aw - B)
Sw (mean)

TDF (%) = x 100

Where :

Rmw = Mean weight in mg of two dried subsample residues

Pw = Weight in mg of protein

Aw = Weight in mg of Ash

B = Residue, Protein, and Ash weights for blank sample letéclias Blank
fibre value, mg B = Rmwb — Pwb — Awb

Sw = mean weight of two sub-samples

2. ldentification of Uncertainty Sources
Uncertainty sources are recorded in the flow diagraBom2 UoM-1-TES-AC-203-12-
AOAC-TDF.xlIs¥. All known sources of measurement uncertainty have beenrecbfor.

3.  Quantification of Uncertainty

3.1 Simplification by grouping sources covered by existlata
Sources of uncertainty identified Box 2 are accounted for within the following QC data :

“The file containing the UoM assessment should laarame which uniguely identifies it,, and enabjescic
assessments to be found easily. The filename UANES-AC-203-12-AOAC-TDF.xIsx signifies that it isetHirst
assessment of the unique method code of whichteid 2th edition.
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» Duplicate analyses of one of a series of in-house mefermaterial were determined
with each batch of samples (see Box 3 for further detatlseofaterial analysed).
Results must fall within defined limits as recorded in thal@y Control records for
the method.

» Three analysts have generated the results used in theetlatsed to calculate
uncertainty

3.2 Quantification of grouped components
Precision and bias are estimated from the data sourcesin®@®er 3 and the results referred to in
Box 5.

3.3 Quantification of remaining components
It is considered that the data provided for the calculatieamecertainty covers all known
components.

3.4 Conversion of components to standard deviations
The required conversion to standard deviations is providdte in-house worksheet referred to in
the main text.

4. Calculation of the Combined Uncertainty

4.1 Calculation of the Combined Uncertainty

The precision and bias calculatedBiox 5, provide the combined relative uncertainty. The charted
precision and bias datB@x 4) indicate that a ‘relative uncertainty’ result is mogtrapriate (0.15).
The relative bias was negligible so no additional alloseaneed be made for bias and its uncertainty.

4.2  Calculation of the expanded uncertainty
The calculation of expanded uncertainty is provided fBor 5 The relative expanded uncertainty
is 0.151; i.e. 15.1% of the result.

Calculate the expanded uncertainty in the same units assthé oy multiplying the result by 0.151
e.g. if the result is 11.61 %w/w TDF, expanded uncertainty =114 G151 = 1.753 %w/w TDF.

5. Reporting uncertainty

1) Report the result and uncertainty in the form ‘result £ uncertainty’
Report the uncertainty tosgnificant figures (e.g. 1.753% as 1.8%)
Report the result to the same numbedenimal places as the uncertainty.

Sample D result = 11.6 %w/w1.8 %w/w TDF

The result and its uncertainty are reported in the abovaesiiorm. A footnotis provided to
show how the uncertainty of measurement is derived.

4 The reported expanded uncertainty is based on a standandaimty multiplied by a coverage
factor of k=1.97, providing a level of confidence of appraatiaty 95%.
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6. Review

The evaluation of measurement uncertainty shall be rediewwd verified if the method is altered in
any significant way. As new information, such as internal atereal quality assessment results
become available, it will be compared with the estimate Edgtncertainty and, if it is
incompatible the reason will be investigated. In any,daseevaluation of measurement uncertainty
will be reviewed and verified before the end of Novembéd220

6.1 Date of assessment and the Assessor
03-11-09 A.N. Other

6.2 Date for Review
02/11/12

7. File storage

Unique filenames given as an example:

Calculations: UoM-1-TES-AC-203-12-A0OAC-TDF.xIsx
Report: UoM-1-TES-AC-203-12-A0AC-TDF.docx

stored in the chemistry fileshare under "Uncertainty cisneement/UoM-record-archive”
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APPENDIX I THE EQUATIONS EMPLOYED TO OBTAIN THE EXPRESSIO NS
NOTED IN THE UOM WORKSHEET
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1 Precision

a) Given a data seg;
where: i = 1nindicates the sample which haseplicatesr; may = 1)
j = 1r; indicates the replicate of thign sample

then
b) total number of data N =>"r,
2%
c) mean of sample= X, ='="

(1.1) Precision "degrees of freedom"
precision degrees of freedomde, . = N -n

(1.2) "Precision s.d" (absolute)
a) define "absolute deviation" of each result from the nfeathe sample af, - x, )
b) then "absolute” precision sd = root mean square(absolviide from mean) =

Sprec.absol ute =

(1.3 ) "Precision (relative)"

a) define "relative deviation" of each result from the méa the sample aw
Xo
b) then "relative” precision sd = root mean square(relativeatien from mean)

=S =

prec.relative
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2 Bias

Given a data set of pairs of values¥, yi}, i=1:n
wherex; = observed value
y; = true value

(2.1) "degrees of freedom”
degrees of freedom associated with bias estimalf¢.==n-1

(2.2) "Bias" (absolute)
a) define "absolute error" of each pair as-y,)
(x-v)

b) then "absolute" bias = mean(absolute errobjas,,,, = Z2——
n

(2.3) "s.e. Bias" (absolute)

> (% = i)~ bias e )’

a) standard deviation of absolute errorsz. .. . ue = \/ =10 o

bias

b) standard error of absolute biase,,,. e = w
n

(2.4) "Bias (relative)"

a) define "relative error” of each pair éé— - %)
Yi
3 (5= y)
b) then "relative" bias = mean(relative errorprs. ;= ——— nyi

(2.5) "s.e. Bias (relative)"

Z[(X ) —biasdaﬂvejz

i=ln Y.
df

a) standard deviation of relative errorsSgq,qaive =

bias

b) standard error of relative biasse, . qaive = Shas.clane

Jn
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3 Combined Absolute|Relative Uncertainty

(3.1) "standard uncertainty"
Absolute Relative

2

— 2
|gn0re u= Sprec.absolute

u= Sprec.re|ative

— 2 2 — 2 2
Include u= \/Sprec.absolute + S'e'biasabsolute u= \/Sprec.rdative + S'e'biasrelative

(3.2) "degrees of freedom™

Absolute Relative
4 4
u u
dfunc = 4 dfunc = 4
Ignore Sprec.absolute Sprec.relative
af e df e
4 4
u u
dfunc = 4 4 d.I:UI'IC = 4 4
lnC|Ude SPTSC-BDSOWYE + S'e'bias.absolute Spfec-fdative + S'e'bias.relative
df prec dfbia,s df prec d.I:bia,s

(3.3) "coverage factor (k)"
k=t;! (1-conf)

dfunc

wheret,* = inverse of the Students-t distribution witllegrees of freedom
conf = desired confidence

(3.4) "expanded uncertainty"
U =ku

(3.5) "Bias is [NOT] negligible”

, s s .
Absolute (bl ASpue < MJand(s.ebmm,me < MJ One cell =
° o "Bias is negligible"

IF

. . S .relati S .relati and
Relative (blas.relative <%jand(s.ebia&rdaﬁve <% a further cell= blank

ELSE ="Bias is NOT negligible" and ="CONSULT YOUR LINE MANAGER

(3.6) " Absolute|Relative bias"
Only shown if ="Bias is NOT negligible" AND ="Ignore"
="Absolute"=hias,, e i ="Relative" =bias

relative

(3.7) "Expanded uncertainty” on bias
Only shown if ="Bias is NOT negligible" AND ="Ignore"
="Absolute"=se,.. ..oueta. (L—conf ); ="Relative"=se,,,. yeto. (L conf)

where t;* = inverse of the Students-t distribution witlhlegrees of freedom
conf = desired confidence
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